Many software reliability studies attempt to develop a model for predicting the faults of a software module because the application of good prediction models provides important information on significant metrics that should be observed in the early stages of implementation during software development. In this article we propose a new method inspired by a multi-agent based system that was initially used for classification and attribute selection in microarray analysis. Best classifying gene subset selection is a common problem in the field of bioinformatics. If we regard the software metrics measurement values of a software module as a genome of that module, and the real world dynamic characteristic of that module as its phenotype (i.e. failures as a disease symptoms) we can borrow the established bioinformatics methods in the manner first to predict the module behavior and second to data mine the relations between metrics and failures.
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### 1. Introduction

As the use of increasingly large and increasingly complex software systems is growing dramatically, the possibility of crises from failure is exponentially multiplying. The consequence is that the dependence on reliability and quality is becoming more and more essential [1] and thus software reliability is becoming a major concern not only for
software engineers and computer scientists, but also for the society as a whole. Indeed, the use of software in high-assurance and mission-critical systems increases the need to develop and quantify measures of software quality. Unfortunately, high software reliability often involves prohibitive consumption of time and monetary resources for software development. Reliability improvement techniques may include more rigorous design and code reviews, more exhaustive testing, and focused re-engineering of high-risk segments of a software system.

More cost-effective strategy for software reliability improvement is identifying software modules that are likely to have more faults, before system tests and operations [2, 3, 4] in the manner to target quality improvement efforts only on such high-risk modules. Thereafter if faulty modules are detected or identified early during the development life-cycle [5], the number of faults likely to be detected during operations can be largely reduced resulting in more reliable and easy to maintain systems.

Software metrics-based [6] quality estimation models have been used to predict, for a software module, the number of faults expected or its risk class such as fault-prone or not fault-prone [7, 8]. In literature, the former is referred to as software quality prediction modeling, whereas the latter is referred to as software quality classification modeling. A software quality classification model is composed of independent variables (software metrics) measured and collected during the software life-cycle, and a dependent variable (risk class) recorded later in the life cycle, such as during operations. Classification-based modeling for software quality estimation is a proven technique in achieving better software quality control and was widely discussed [9, 5, 1] and include techniques like optimal set reduction [10], logistic regression [11, 12], decision trees [13, 14, 15, 4], neural networks [3, 16, 17], statistical methods [4], data mining [18] and case-based reasoning [19]. Various approaches were compared and discussed in Pighin et al. [4] and Khoshgoftaar et al. [20]. Like in many other disciplines it has been found that no method outperforms all other in all experiments and all domains (so called «no free lunch theorem»).

Another problem shown by Pfleeger [21] is that it is not possible to estimate software quality from single software metric, such as lines of code, but that metrics like lines of code are only a part of the complexity picture. It is therefore necessary to capture a sufficiently large number of metrics related to quality to allow a valid prediction or classification, which further limits the usability of above methods. But when using many metrics we encounter still another problem called multicollinearity, which occurs, when the measured variables are too highly inter-correlated which is often the case in software metrics [22].

To summarize in developing a new software prediction classification method we should solve three problems:

− No free lunch theorem
− Analysis of a lot of metrics values
− Multicollinearity
Going through possible approaches we were inspired by a multi-agent based system presented in [23]. This system was initially built for identification of significant genes in microarray databases. Gene subset selection is a common problem in the field of bioinformatics. The recently developed microarray technology allows measurement of expression levels for thousands of genes simultaneously. Using classification or clustering techniques we are able to search for significant uncorrelated genes that can help us identifying different clinical states of the patient. The problem of multidimensionality, which is an integral part of microarray analysis, also opens up a new area in machine learning methods research. Assuming that we can easily adapt the multi-agent based system from bioinformatics for solving the classification problem of software reliability we can simply swap software metrics and genes.

We can see a problem of complexity metrics selection as a very similar to the above described problems from bioinformatics. During the last twenty years hundreds of metrics have been proposed for the software reliability assessment. The problem of a software engineer, who is aware of software quality control importance, is which of these metrics to include in checking the reliability of the developed software. If we regard the software measurements values of a software module as a genome of that module, and the real world dynamic characteristic of the module as its phenotype (i.e. failures as a disease symptoms) we can borrow the established bioinformatics methods in the manner first to predict the module behavior and second to data mine the relations between metrics and failures. So our approach tries to overcome the enumerated problems in the following way:

1. No free lunch theorem with a hybrid approach including genetic algorithms, case based reasoning and intelligent agent technology.
2. The approach can analyze thousands of different metrics.
3. The approach selects uncorrelated metrics and in addition we introduced a new uncorrelated metric called alpha [4].

2. Application in Bioinformatics

Here, we first present our research made in the field of bioinformatics, which will be used later in the fault software module prediction problem.

2.1. Multi-Agent Based Classification

Multi-agent systems offer a new paradigm to organize applications in the field of artificial intelligence and also machine learning. We can see agents as intelligent computational entities that are able to collaborate and solve problems in groups. In our approach we employ some ideas from agents and multi-agent systems to solve the problem of gene expression attribute selection and classification.

Each agent in the system has to follow some basic rules of acting in the large search space. In our case every possible pair of genes defines a point in the search space. This means that we would have to evaluate \( n^2 \) points in the search space for each agent,
because each agent can have its own settings. To avoid searching through the whole search space we define basic rules that help our agent based method in solving the problem faster. Each cycle of agent’s activity consists of two parts. In the first part an agent is exploring the search space using the Monte Carlo method. Among all numerical methods that rely on n-point evaluations in m-dimensional space to produce an approximate solution, the Monte Carlo method has absolute error of estimate that decreases as $n^{-1/2}$ whereas, in the absence of exploitable special structure all others have errors that decrease as $n^{-1/m}$ at best. Using this method an agent samples a pre-defined number of points in search space and stores the location of the best classifying pair of genes.

In the second part we search around the best solution by following vertical and horizontal lines from the best classifying position. This way an agent is using one of the genes selected by the best classifier so far and tries to improve the current best result of classification. At the end of the cycle agents exchange information about their best solutions and start the new cycle.

Fitness level of an agent is expressed by the ability of finding the best combination of genes for classification that is measured by the accuracy of classification using selected gene-pair. Each agent presents a pair of attributes (genes) in the final ensemble of classifying agents. We use the k-nearest neighbors (k-NN) algorithm to estimate the accuracy of classification for each agent.

2.2. Results of Microarray Classification

The most exciting result of microarray technology research in the past has been the demonstration that patterns of gene expression can distinguish between tumors of different anatomical origin.

Colon cancer database we were using was first presented and analyzed by Alon et al. in [24] and was later frequently used as a benchmark for testing the accuracy of gene expression classification methods. In this study, gene expression of more than 6500 human genes in 40 tumor and 22 normal tissue samples were analyzed using microarray scanner. In our database we used 2000 statistically most significant genes that were chosen in the above-mentioned paper [24].

From all investigated methods we found only one that managed to classify all samples correctly using LOOCV (Leave-one-out cross-validation). It was performed by Fujarewicz and Wiench in [25]. They achieved these results using a combination of recursive attribute selection (RFR) and support vector machines (SVM) methods.

Using evolutionary multi-agent based system combined with simple nearest neighbor classifiers we got 100% accuracy which is comparable to other much more complex methods. Our system is also very useful as an attribute selection method and can effectively reduce the number of needed genes for discrimination between tissue classes.

We prove this by comparing our result of no misclassified samples in Colon cancer dataset to the result by Fujarewicz and Wiench [25] where support vector machines were
used for classification. We matched their result using only three pairs of genes combined in an ensemble of nearest neighbor classifiers (Table 1).

<table>
<thead>
<tr>
<th>#</th>
<th>Classification Accuracy</th>
<th>Classifier Used</th>
<th>Used Gene Ids</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>95.2 %</td>
<td>2-NN</td>
<td>1967, 1449</td>
</tr>
<tr>
<td>2</td>
<td>93.5 %</td>
<td>4-NN</td>
<td>323, 625</td>
</tr>
<tr>
<td>3</td>
<td>91.9 %</td>
<td>5-NN</td>
<td>1423, 1472</td>
</tr>
<tr>
<td>4</td>
<td>100.0 %</td>
<td>Ensemble</td>
<td>#1, #2, #3</td>
</tr>
</tbody>
</table>

3. Detecting Software Modules Faults

As mentioned earlier we used the multi-agent based method, which was developed for classification of multi-dimensional datasets like gene expression analysis, also in the field of software modules fault detection.

3.1. Classification Method

Because of the multi-dimensionality and type of data in analyzed database, we chose k-NN, which is a simple but effective classification algorithm. It is widely used in machine learning and has numerous variations [26, 27]. Given a test sample of unknown label, it finds k nearest neighbors in the training set using Euclidean distance ($d$) and assigns the label of the test sample according to the labels of those neighbors. We use five different types of classifiers ranging for 1 to 5 nearest neighbors used for classification. To ensure a majority in the voting process we use weighting technique where neighbors vote is weighted by its distance to the test sample. The weight assigned to each vote is $1/d$.

As mentioned earlier we also want to use our system for attribute selection purposes. Our aim is to select the smallest possible set of genes and still achieve the highest possible accuracy of classification. Therefore we try to combine the best agents in an ensemble of agents.

Ho introduced the idea of ensembles of k-Nearest Neighbors (k-NN) classifiers where the variety in the ensemble is generated by selection of different attribute subsets for each ensemble in [28]. Since she generates these attribute subsets randomly she refers to these different subsets as random subspaces. She points to the ability of ensembles of k-NN classifiers based on different attribute subsets to improve on the accuracy of individual k-NN classifiers because of the simplicity and accuracy of the k-NN approach. She shows that an ensemble of k-NN classifiers based on random subsets improves on the accuracies of individual classifiers on a hand-written character recognition problem.
3.2. Experimental Design

In our research we tested our proposed method on the database consisting of software modules extracted from a large Management System which is still in use and was developed, in a cycle of life of more that 10 years, by a medium-size Italian software house. The modules were classified as dangerous (high occurrence of errors during the software usage) and normal (lower or no errors during run-time). The threshold between “dangerous” and “normal” modules was set based on distribution of samples in the database. This way we got two classes with approximately the same number of samples. Application was written in C programming language using relation database and running on UNIX operating system. Number of lines of code was defined by standardized rules of the software house and is in the range of 300 to 600 lines for most of the files. Database consisted of 217 samples (modules) and 168 attributes (metrics). We obtained metrics using Resource Standard Metrics (RSM) version 6.10 and our own parser for metrics measurements. Metrics were classified into different groups such as: number of constants, variables, preprocessor instructions, functions, comments, control structures and standardized metrics used in software engineering.

When considering which testing method to use, most papers use a hold-out procedure, using a part of the samples to train a predictive model and using the rest of instances as a test set to estimate classifier accuracy. Another possibility is using n-fold cross-validation, which is typically implemented by running the same learning system n times, each time on a different training set of size \((n−1)/n\) times the size of the original data set. Because of this computational cost, cross-validation is sometimes avoided, even when it is agreed that the method would be useful. This is often the case in usual machine learning problems while in microarray classification the computational cost is usually not a problem because of a small number of samples. That is why a lot of authors use leave-one-out cross-validation method, in which one sample in the training set is withheld, the remaining samples of the training set are used to build a classifier to predict the class of withheld sample, and the cumulative error is calculated. LOOCV was often criticized, because of higher error variance in comparison to 5 or 10-fold cross-validation [29]. A recent study by Braga-Neto and Dougherty [30] shows that LOOCV can still be considered as the most optimal classifier for microarray datasets, because they have not been able to verify the substantial difference in performance among mentioned methods. In all our tests we use LOOCV for classifier accuracy estimation.

3.3. Learning Algorithms

To compare classification results of our proposed method we used 3 different classification methods that were used for comparison of the obtained classification accuracy results.

**J48 Decision Tree** is WEKA toolkit [31] implementation of C4.5 decision tree algorithm proposed by Quinlan [32]. It is used for inducing classification rules in the
form of decision trees from a set of given examples. We are given a set of records where each record has the same structure, consisting of a number of attribute/value pairs. One of these attributes represents the category of the record. The problem is to determine a decision tree that on the basis of answers to questions about the non-category attributes predicts correctly the value of the category attribute also called class attribute.

**Neural Networks** represent the “black-box” classifiers where inner structure of the classification method cannot be observed. The idea of neural networks dates back to the 1940s, when McCulloch and Pitts [33] developed the first neural model. This was followed in by the perceptron model, devised by Rosenblatt [34], which generated much interest because of its ability to solve some simple pattern classification problems. We use multi-layer perceptron type of neural network that consists of multiple layers of computational units, usually interconnected in a feed-forward way. Each neuron in one layer has directed connections to the neurons of the subsequent layer.

**Logistic Regression with Ridge Estimator** is a WEKA toolkit classifier used for building two-class multinomial logistic regression models with a ridge estimator. It is based on the original logistic regression ridge estimator by le Cessie and van Houwelingen [35].

### 3.4. Results

Because of nearest neighbour classification, we have to normalize all data in the database so that we can easily compare pairs of attributes. This way we also prevent attributes with initially large ranges from outweighing attributes with initially smaller ranges.

Our first experiment followed the example from the bioinformatics where usually leave-one-out cross-validation is used for classification accuracy estimation. This is done because datasets in microarray analysis consist of a very small number of samples (usually less than 100).

In table 2 we can see the results of the best classifying agents on the software modules fault detection database. From this table we can see that lines without comment count metric is the one that is present in almost every combination of two metrics used by best agents.

<table>
<thead>
<tr>
<th>#</th>
<th>Classification Accuracy</th>
<th>Classifier Used</th>
<th>Used Metrics</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>88.0 %</td>
<td>5-NN</td>
<td>lines_without_comment, functional_instructions</td>
</tr>
<tr>
<td>2</td>
<td>87.1 %</td>
<td>3-NN</td>
<td>str_function_parameter, lines_without_comment</td>
</tr>
<tr>
<td>3</td>
<td>86.6 %</td>
<td>3-NN</td>
<td>lines_without_comment, int</td>
</tr>
<tr>
<td>4</td>
<td>85.2 %</td>
<td>3-NN</td>
<td>lines_without_comment, alpha</td>
</tr>
<tr>
<td>5</td>
<td>85.2 %</td>
<td>1-NN</td>
<td>implemented_functions, lines_without_comment</td>
</tr>
<tr>
<td>6</td>
<td>84.8 %</td>
<td>3-NN</td>
<td>significant_comments, pointers</td>
</tr>
</tbody>
</table>
In the next step we tried to find the optimal combination of best performing agents. Therefore we constructed different ensembles from ten best classifying agents. Table 3 represents the results of classification using different combinations of agents. By combining different three classifiers from the ten best classifiers we got the best solution that was able to classify the samples with the accuracy of over 90 percent.

<table>
<thead>
<tr>
<th>#</th>
<th>Classification Accuracy</th>
<th>Agents Used</th>
<th>Ensemble</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>88.9 %</td>
<td>1 – 3</td>
<td>Top 3</td>
</tr>
<tr>
<td>2</td>
<td>89.9 %</td>
<td>1 – 5</td>
<td>Top 5</td>
</tr>
<tr>
<td>3</td>
<td>87.6 %</td>
<td>1 – 7</td>
<td>Top 7</td>
</tr>
<tr>
<td>4</td>
<td>89.4 %</td>
<td>1 – 9</td>
<td>Top 9</td>
</tr>
<tr>
<td>5</td>
<td>91.2 %</td>
<td>2, 3, 4</td>
<td>Combination of 3</td>
</tr>
</tbody>
</table>

Observing the best classifying ensembles we can notice that the best performing ensemble consists of agents number 2, 3 and 4. All of those also include the already mentioned most important metric that counts the number of lines without comment (LWC). It is obvious that this attribute holds some important information, because it was chosen by our method so often. We could compare the same attribute with comment lines count (CLC) metric (Fig. 1). Both are linearly correlated in fault or normal classified software modules. We can only spot the difference in number of lines in both cases. In fault-prone modules we have on average twice as many lines with or without comment as in non-problematic modules. Observing both charts we can notice that the slope of the trend line is lower in the right (non-fault modules) chart compared to the fault-prone modules chart. Therefore we can say the lower the slope the better-commented (i.e. less error-prone) module we have.
In our second experiment we compared the accuracy of our method to other classification methods using 10 and 20-fold cross-validation. Our results were compared to the following methods from the WEKA toolkit:

- J48 (WEKA implementation of C4.5 decision trees)
- Neural Networks
- Logistic Regression

If not otherwise stated we used default settings of the toolkit. Results of classification accuracy comparison are summarized in table 4.

Table 4. Classification accuracy comparison.

<table>
<thead>
<tr>
<th>Method</th>
<th>10-fold CV Accuracy</th>
<th>20-fold CV Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multi-agent</td>
<td>78.64 %</td>
<td>77.73 %</td>
</tr>
<tr>
<td>C4.5 Trees</td>
<td>76.96 %</td>
<td>77.88 %</td>
</tr>
<tr>
<td>Neural Networks</td>
<td>79.80 %</td>
<td>79.26 %</td>
</tr>
<tr>
<td>Logistic</td>
<td>76.04 %</td>
<td>76.04 %</td>
</tr>
</tbody>
</table>

Although the accuracy of our method is not the highest we show that the results of our method can match other classification methods. The difference between 10 and 20-fold cross-validation results is small, therefore we cannot say which method is better according to different cross-validation method. We have to know that our multi-agent
based system selected only six best classifying attributes in each fold while other methods used much more if not all (e.g. neural networks) the attributes. Neural networks method also had a significantly higher computation time.

4. Discussion

Accuracy of a software quality classification (two-group) model is measured in terms of its Type I and Type II misclassification error rates. A Type I error occurs when a not fault-prone module is classified as fault-prone, whereas a Type II error occurs when a fault-prone module is classified as not fault-prone. Thus, accuracy is indicated by how well the class predictions for software modules are realized later in the life cycle, i.e., during testing or operations. Furthermore, the balance between the two misclassification error rates may affect the usefulness of the calibrated classification model.

Recent research has indicated that published software quality classification modeling methods may not consistently produce a useful balance between the Type I and Type II error rates. If either type of misclassification rate is high, the model is generally not useful to guide software improvement efforts. In the case when the Type I error rate is high, then targeting of enhancement efforts will be inefficient. On the other hand, if the Type II error rate is very high, then many fault-prone modules will not be detected for enhancements. Therefore, a preferred balance, as per the needs of the project, between the two types of misclassifications is desired. This is especially important for high-assurance systems that usually have very few faulty modules. In such cases, software quality classification modeling methods would be inappropriate for obtaining a preferred balance between the two error rates.

The medical literature has recognized above problem and they widely use so called Receiver Operating Characteristic (ROC) plots to assess the quality of various classifiers. The ROC technique developed in signal processing and the term Receiver Operating Characteristic refers to the performance (the 'operating characteristic') of a human or mechanical observer (the 'receiver') engaged in assigning cases into dichotomous classes [36]. To make a ROC plot we need to calculate the sensitivity that is a measure of how good the classifier is at picking out patients affected with disease (It is simply the Type I error from above) and specificity which is the ability of the classifier to pick out patients who do NOT have the disease (Type II error). The ROC plot shows the relation between sensitivity and specificity. The lesser the area is under the ROC curve, the less useful is the classifier in discriminating between the two populations. We could also say that area under ROC is a measure for general quality of a classifier.

To find out the quality of our classifier we performed tests comparing our multi-agent based system and decision trees using C4.5 algorithm. The tests were done using 25 runs of the C4.5 and our proposed method on bootstrapped data using 10-fold cross-validation. In the Fig. 2 and Fig. 3 we can observe ROC curves for all classification systems used in our accuracy tests.
When we calculate the area under the ROC curve, we can see that multi-agent based classification system achieved a result of 0.94 compared to 0.89, 0.91 and 0.94 that were achieved by decision trees, neural networks and logistic regression methods. An area of 1 represents a perfect test; an area of 0.5 represents a worthless test. A rough guide for classifying the accuracy of such a test is the traditional academic point system, which classifies all the results better than 0.8 as good, while all results of over 0.9 are considered excellent.

### 5. Conclusions and Further Work

Our paper proposes multi-agent based classification method using simple k-NN classifiers for prediction of the correlation between software metrics and software fault-proneness. The proposed technique tries to minimise the number of used metrics to
estimate the fault-proneness of the software module. Our approach demonstrates its efficiency and effectiveness in dealing with high dimensional data for classification. But following »no free lunch theorem« mentioned in the beginning of the paper, we can also observe that at the cost of effectiveness shown in small number of metrics used in final result, we can still find methods that gain better accuracy on the same dataset.

In the future we plan to do some more research on the current database and try to look for some attribute dependency and not only classification accuracy. We would also like to improve our method by using more sophisticated classifiers incorporated in agents. This way time complexity will increase but we may expect to get useful solutions using only three or four attributes. The presented method can help a software engineer in selection of software complexity metrics at the validation of software modules reliability. One of our future plans is also presentation of the results in a more user-friendly way, so that software engineers will easily understand why they were selected.
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